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Validation in UDA: the problem

I Supervised Learning
I train/validation/test data come from the same distribution

I Unsupervised Domain Adaptation (UDA)
I train/test data come from different distributions
I test data is unlabeled until the test phase, so target labels are not available for validation

I Status quo of model selection in UDA
I Source Risk: a highly biased estimator of the underlying target risk in UDA
I Target Risk: requires target labels that contradicts with the assumption of UDA
I IWCV unstable because of the unbounded variance
I TrCV: requires target labels that contradicts with the assumption of UDA

Method
Working Assumptions Technical Advantages

covariate shift w/o target labels unbiased controlled variance

Source Risk 7 3 7 7

Target Risk 3 7 3 3

IWCV 3 3 3 7

TrCV 3 7 3 7

DEV (Proposed) 3 3 3 3

IWCV: the previous solution

I Covariate Shift Assumption p(y |x) = q(y |x)

I Model Selection: estimate Target Risk R(g) = Ex∼q`(g(x), y)

I Importance Weighted Cross Validation

Ex∼pw(x)`(g(x), y) = Ex∼p
q(x)

p(x)
`(g(x), y)

=

∫
p

q(x)

p(x)
`(g(x), y)p(x)dx

=

∫
q

`(g(x), y)q(x)dx

= Ex∼q`(g(x), y)

= R(g),

I Problems in IWCV:
I Unbiased but the variance is unbounded

Varx∼p[`w ] ≤ dα+1(q‖p) R(g)1− 1
α −R(g)2.

dα(p‖q) = 2Dα(p‖q) =
[∑

x
pα(x)
qα−1(x)

] 1
α−1

(Rényi Divergence)

I Density ratio is not readily accessible
Fitting a gaussian distribution as in the original paper is not reasonable.

Insights

I Domain adaptation reduces distribution discrepancy, thus lowering the variance
upper-bound

I Use a control variate to explicitly reduce the variance

I Density ratio can be estimated discriminatively

Embed Adapted Features into Model Selection

I Recent feature adaptation methods reduce distribution discrepancy
I dα+1(qf ‖pf ) ≤ dα+1(q‖p)

Control Variate

I E[z ] = ζ,E[t] = τ

I z? = z + η(t − τ ).

I E[z?] = E[z ] + ηE[t − τ ] = ζ + η(E[t]− E[τ ]) = ζ.

I Var[z?] = Var[z + η(t − τ )] = η2Var[t] + 2ηCov(z , t) + Var[z ]

I minVar[z?] = (1− ρ2
z ,t)Var[z ], when η̂ = −Cov(z ,t)

Var[t]

I wf can be used as a control variate

Ex∼pfwf (x) = Ex∼pf
qf (x)
pf (x) =

∫ qf (x)
pf (x)pf (x)dx = 1.

Discriminative Density Ratio Estimation

I Can be estimated by a discriminative model to distinguish source examples
from target examples

wf (x) =
qf (x)

pf (x)
=

Jf (x|d = 0)

Jf (x|d = 1)
=

Jf (d = 1)

Jf (d = 0)

Jf (x)Jf (d = 0|x)

Jf (x)Jf (d = 1|x)

=
Jf (d = 1)

Jf (d = 0)

Jf (d = 0|x)

Jf (d = 1|x)
=

ns
nt

Jf (d = 0|x)

Jf (d = 1|x)
,

Algorithm in Detail

Experimental Results

I Experiments on a toy problem under covariate shift
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I Experiments on real-world problems
I Various datasets: VisDA/Office/Digits
I Various models: CDAN, MCD, GTA
I Deep Embedded Validation is empirically validated
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